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Abstract 

This research focuses on optimizing the speed of Big Data processing using Artificial Intelligence (AI) in 

healthcare applications. The study integrates Random Forest (RF) and Deep Learning (DL) algorithms 

with cloud-based computing systems to improve data processing efficiency. The dataset includes both 

structured data, such as Electronic Health Records (EHR), and unstructured data, like medical images. 

The results show that RF performs better with structured data, achieving a lower Mean Squared Error 

(MSE) and higher R-squared (R²) than traditional methods. Meanwhile, DL achieves superior accuracy 

and Area Under the Curve (AUC) in processing unstructured data. By utilizing the distributed computing 

power of Spark on a cloud platform, the processing speed was significantly enhanced, as demonstrated by 

a statistically significant reduction in processing time (p < 0.05) observed through a t-test analysis 

comparing Spark-based computing with traditional methods. Despite these improvements, challenges 

such as data privacy and infrastructure costs remain. Despite these improvements, challenges such as 

data privacy and infrastructure costs remain. This research provides a robust framework for real-time 

healthcare data analysis, highlighting its potential to improve decision-making processes and patient 

outcomes in medical services. 

 

Keywords: Big Data, Artificial Intelligence, Deep Learning, Healthcare Data Processing, Cloud 

Computing.  

 

 

I. INTRODUCTION 

In the current digital era, fast and efficient data management has become a major challenge, 

especially with the exponential growth in data volume. Big Data and AI have emerged as key 

solutions in handling the complexity of large data volumes (Jiang et al., 2022). The 

development of these technologies enables organizations across various sectors, including 

healthcare, to manage and process data more efficiently (Sen et al., 2022). Big Data refers to 

large and heterogeneous datasets, encompassing both structured and unstructured data, such as 

data generated from sensors, medical records, and wearable devices. Meanwhile, AI facilitates 

faster and more accurate analyses through capabilities in machine learning and Natural 

Language Processing (NLP) (Ali et al., 2023). 

The speed of data processing in the Big Data context is crucial, particularly for applications that 

require real-time decision-making. In the healthcare sector, fast data processing enables early 

disease detection, personalized treatments, and operational optimization in hospitals (Abatal et 
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al., 2024). The combination of Big Data and AI significantly accelerates these processes (Pyzer-

Knapp et al., 2022). Machine learning algorithms applied to Big Data can detect patterns that 

traditional analysis might miss. For example, in medical imaging analysis, AI can identify 

abnormalities with a high degree of accuracy, a task that previously required extensive time and 

human resources (Singh et al., 2023). Additionally, technologies like cloud computing facilitate 

large-scale data processing beyond the limitations of local device capacity, thereby speeding up 

information processing (Himeur et al., 2023). 

Technologies such as SSD-based storage and multi-core processors also play a significant role 

in accelerating data processing times. Solid-state drives (SSD) provide faster data access speeds 

compared to Hard Disk Drives (HDD), while multi-core processors allow multiple processes to 

run simultaneously (Shirke et al., 2024). However, optimizing computing systems for Big Data 

processing remains a challenge. A primary issue is system scalability. The continuous growth in 

data volume demands substantial increases in storage and computing capacity. Thus, 

technologies such as distributed computing and parallel processing are essential in addressing 

these data volume increases (Naeem et al., 2022). 

In the healthcare sector, Big Data and AI not only improve efficiency but also enable more 

personalized care (Poalelungi et al., 2023). By analyzing data from various sources, such as 

electronic medical records and wearable devices, healthcare providers can deliver more accurate 

diagnoses and treatment plans tailored to each patient's condition. This technology also allows 

for real-time monitoring of patient health, providing opportunities for early detection of health 

issues and prompt intervention (Alowais et al., 2023). A significant application example is the 

use of AI in medical image analysis, where DL algorithms have been deployed to detect 

abnormalities such as cancer in radiology images with higher accuracy than manual methods 

(Singh et al., 2023). Additionally, AI accelerates drug development by analyzing extensive 

pharmaceutical data, allowing the identification of potential drug candidates in a shorter time 

frame. 

However, the implementation of these technologies is not without challenges. Data privacy and 

security are paramount concerns in managing medical data. Systems that handle Big Data in 

healthcare must be equipped with robust data protection mechanisms to prevent the leakage of 

patients' personal information (Santoso et al., 2023; Yaqoob et al., 2022). These challenges are 

further complicated by stringent data privacy regulations, such as the General Data Protection 

Regulation (GDPR) in Europe, which requires organizations to maintain patient data security to 

very high standards (Deepa et al., 2022). Additionally, limitations in integrating AI computing 
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systems with legacy infrastructure in some hospitals also hinder the broader adoption of this 

technology (Weinert et al., 2022). 

This study focuses on optimizing Big Data processing speeds within AI computing systems, 

with a particular application in the healthcare sector. Given the vast amount of data generated by 

wearable devices and electronic medical records, fast and efficient computing systems are 

essential. The study explores how the integration of AI and Big Data can provide improved 

solutions in terms of data processing speed and efficiency. Furthermore, it assesses how AI 

systems can facilitate real-time analysis of medical data and offer more accurate care 

recommendations. 

The primary contribution of this research is the development of a framework that integrates 

various data sources including wearable devices, medical records, and other health applications 

into a unified system. This framework is expected to significantly accelerate data processing by 

leveraging cloud computing and parallel processing technologies. The study also evaluates the 

effectiveness of machine learning algorithms in expediting big data analysis in the healthcare 

sector (Nti et al., 2022). With this optimization, it is anticipated that hospitals and other 

healthcare facilities can enhance service quality, reduce operational costs, and provide faster and 

more accurate patient care. 

II. LITERATURE REVIEW 

Large-scale and real-time data processing has become a primary focus in research related to Big 

Data and AI. The rapid increase in data volume demands more efficient systems, both in terms 

of processing and data-driven decision-making. Previous studies have presented various 

approaches to addressing these challenges; however, limitations in speed, efficiency, and 

accuracy remain central concerns (Karatas et al., 2022). 

A. Big Data and AI for Efficient Data Processing 

Big Data and AI have become essential components across numerous sectors, including 

healthcare, manufacturing, and finance. Research by Bharadiya (2023) underscores the 

importance of AI in automating processes associated with big data processing, particularly to 

expedite data-driven decision-making (Bharadiya, 2023). However, while AI aids in identifying 

patterns in big data, data quality presents a challenge. Unstructured data or data containing 

duplicates can hinder the analysis process (Arooj et al., 2022). Consequently, more effective 

processing methods are needed to clean and structure data before it is analyzed by AI algorithms 

(Aldoseri et al., 2023). 
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Additionally, the development of computational infrastructure to support increasing data 

volumes is also a focal area of research. Carvalho (2021) emphasizes that cloud computing and 

edge computing can help distribute workloads, enabling faster and more efficient data 

processing (Carvalho et al., 2021). Nevertheless, a limitation of this approach is the cost 

associated with upgrading technological infrastructure (Naeem et al., 2022). Many organizations 

struggle to adopt new technology due to budget constraints (Deepa et al., 2022). This study 

seeks to provide solutions by proposing a computational framework that can reduce costs 

through the use of more efficient and distributed algorithms. 

Big Data refers to large, complex, and diverse datasets that traditional data processing methods 

cannot efficiently manage due to their volume, velocity, variety, and veracity—commonly 

known as the "4Vs" of Big Data (Jiang et al., 2022). The exponential growth of data from 

various sources, such as Internet of Things (IoT) devices, social media, healthcare systems, and 

sensor networks, has necessitated the development of advanced technologies to process and 

analyze this information effectively. In healthcare, Big Data includes structured data such as 

Electronic Health Records (EHR), patient demographics, and laboratory results, as well as 

unstructured data like medical imaging, doctors' notes, and real-time data from wearable devices 

(Aldoseri et al., 2023). The integration of such heterogeneous data is critical to providing 

comprehensive insights into patient health and facilitating informed decision-making. 

The challenges of managing Big Data in healthcare include the need for systems that can scale 

to handle the continuous influx of high-volume data. Traditional databases are often 

insufficient, requiring distributed computing frameworks like Hadoop and Spark. These 

platforms enable the parallel processing of large datasets across multiple nodes, significantly 

improving processing efficiency and reducing latency (Deepa et al., 2022). Moreover, the 

velocity at which healthcare data is generated—ranging from real-time monitoring of vital signs 

to the streaming of genomic data—requires systems capable of near-instantaneous processing. 

This real-time capability is essential for applications such as early disease detection, 

personalized medicine, and emergency response (Jagadeeswari et al., 2018). 

Big Data's variety poses another challenge, as data comes in multiple formats (e.g., numerical, 

textual, image, video). Advanced technologies like Natural Language Processing (NLP) and 

image recognition are often employed to convert unstructured data into actionable insights. For 

example, NLP can analyze doctors' notes to identify critical health indicators, while image 

recognition algorithms can detect anomalies in radiology scans. Lastly, the veracity of Big 

Data—its reliability and accuracy—can impact the quality of insights derived. Noise, missing 

values, and inconsistencies within datasets require robust preprocessing techniques, such as data 
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cleaning, normalization, and validation. Addressing these challenges ensures the integrity of the 

analysis and its applicability to critical healthcare decisions (Gates et al., 2024). 

By leveraging AI, Big Data analytics transforms raw data into meaningful insights. AI-powered 

algorithms, including machine learning and deep learning, facilitate faster and more accurate 

analysis by identifying patterns and trends that would be difficult for humans to discern. For 

instance, AI can quickly process terabytes of genomic data to identify disease markers or 

analyze millions of patient records to predict disease outbreaks (Abatal et al., 2024). The 

integration of Big Data and AI thus represents a paradigm shift in healthcare and other 

industries, enabling faster decision-making, improved efficiency, and enhanced outcomes. This 

study builds upon these advancements by proposing an optimized framework for Big Data 

processing tailored to the healthcare sector. 

B. Optimization of Data Processing Efficiency 

Data processing efficiency is one of the most extensively researched aspects in the context of 

Big Data and AI. Research by Fu et al. (2022) demonstrates that efficiency improvements can 

be achieved through the use of advanced hardware technologies, such as SSDs and multi-core 

processors, which allow systems to handle larger data volumes at higher speeds. The study also 

highlights the importance of leveraging parallel computing and batch processing to enhance data 

processing efficiency (Fu et al., 2022). However, it does not delve deeply into how these 

technologies can be integrated with AI for faster decision-making. In addition to hardware, 

algorithms used in data processing play a critical role in boosting efficiency. Efficient 

algorithms can reduce processing time and improve resource utilization (Katal et al., 2023). (Li 

et al., 2022) discuss how more efficient sorting and search algorithms can help reduce 

computational complexity. However, the limitation of this research is its lack of attention to the 

impact of dataset size on algorithm performance. 

C. Challenges in Integrating Big Data and AI 

Despite advancements in technologies aimed at enhancing data processing speed and efficiency, 

challenges persist. One major challenge is data privacy and security, particularly within the 

healthcare sector. The use of Big Data in healthcare involves collecting and analyzing patients' 

personal information, which is vulnerable to security threats (Aldoseri et al., 2023). Research by 

Rehman et al. (2022) highlights the importance of stringent regulations and reliable security 

technologies to protect patient data (Rehman et al., 2022). However, the limitation of this 

research is the lack of a clear solution for integrating security with data processing speed. 

Another frequent challenge in integrating Big Data and AI is the workforce skill gap. Many 
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organizations struggle to find experts with deep knowledge of data science and machine 

learning (Li et al., 2022).  

D. Comparison with Previous Research 

Previous studies have succeeded in improving data processing efficiency through cloud 

computing and parallel processing technologies. Research by (Ma et al., 2023) demonstrates 

that a combination of cloud computing infrastructure and machine learning algorithms can 

expedite large-scale data processing. However, this research has not fully explored how AI 

could be more deeply integrated to facilitate faster real-time decision-making (Wang et al., 

2023). This study adds a new dimension by proposing a stronger integration between AI and 

Big Data to achieve not only faster data processing but also greater accuracy. Research by 

(Himeur et al., 2023) also examines the use of Big Data and AI to enhance operational 

efficiency across various sectors. This study underscores how AI can be used to automate data 

analysis tasks that previously required human intervention, thus speeding up the decision-

making process. However, it does not extensively discuss how AI could be applied to healthcare 

systems requiring more personal and specific decision-making (Olaniyi et al., 2023). This study 

addresses this gap by developing a framework that integrates AI and Big Data within the 

healthcare context, enabling more personalized and accurate patient care analysis. 

E. Contributions of this Research 

This study offers several unique contributions to optimizing Big Data processing speed using 

AI. One primary contribution is the development of a computational framework that enables 

faster data processing without compromising analytical accuracy. The framework leverages 

cloud and edge computing infrastructures to manage workloads and employs optimized machine 

learning algorithms for more efficient Big Data processing (Nti et al., 2022). Additionally, this 

study explores the use of AI-based security technologies to ensure data privacy during 

analysis—a critical aspect within the healthcare context. 

III. RESEARCH METHOD 

This study employs a quantitative approach by applying Big Data processing and AI methods to 

optimize data processing speed in healthcare applications. The research focuses on integrating 

cloud computing technology, parallel processing, and machine learning algorithms to enhance 

the efficiency of Big Data processing in healthcare contexts. It also examines the performance 

of algorithms implemented in Big Data-driven healthcare systems to provide real-time analysis 

and personalized care. This methodology includes several stages designed to ensure the validity 

and reliability of the results. 
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The first stage of this study involves dataset collection. The data used originates from healthcare 

data sources, such as Electronic Health Records (HER) and wearable devices that monitor 

patients' health conditions. This dataset includes numerical data, text, and images, allowing the 

study to explore various data formats and structures. The primary data sources are several 

hospitals in specific regions that granted permission to use their anonymized data for scientific 

research. Data collection spanned three months, during which continuous data was gathered 

from the hospital data management systems and patient wearable devices. The total dataset 

reached 50 TB, with approximately 10 million health records encompassing various types of 

information, including medical diagnoses, lab results, genetic data, and vital signals measured 

by wearable devices. 

Following data collection, a preprocessing phase was conducted to clean and prepare the data 

for analysis. This preprocessing stage includes removing duplicates, handling missing values, 

and transforming the data to meet the format requirements of the AI model. This process is 

essential to ensure that the data used in the model is free of anomalies that could compromise 

the analysis results. Duplicate removal was carried out using deduplication techniques while 

missing values were addressed using mean imputation or value replacement based on previous 

data trends. Additionally, textual data in medical records was transformed using NLP 

techniques to automatically extract key information from unstructured text. 

The next phase is modeling, using optimized machine learning algorithms for large data 

processing. This study employs the Random Forest (RF) algorithm and Deep Learning (DL) as 

the primary methods for analyzing the collected Big Data. The RF algorithm was selected for its 

ability to handle complex and diverse data and its robustness in preventing overfitting through 

an ensemble approach. Key parameters in RF implementation include the number of trees set at 

100 and a maximum tree depth of 10, which previous studies have found optimal for large 

datasets. Meanwhile, the DL model was applied to analyze more complex data, such as medical 

images that require classification and segmentation. The DL model structure used is a 

Convolutional Neural Network (CNN) comprising 10 layers, including several convolutional, 

max-pooling, and fully connected layers. Each layer uses the ReLU activation function, and the 

Adam optimizer is employed to accelerate convergence during model training. 

After building the model, testing was conducted to evaluate the performance of the algorithms 

used. Testing was carried out in two scenarios: structured data testing, such as numerical data 

from EHRs, and unstructured data testing, such as images from medical scans. Model testing 

was performed using 10-fold cross-validation to ensure model generalization. The performance 

of the RF model was evaluated using Mean Square Error (MSE) and R² metrics, while for the 
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DL model, accuracy and Area Under the Curve (AUC) metrics were used to assess the 

classification performance on medical images. Additionally, the study measured each model's 

processing speed using computational time metrics, calculated in seconds per batch of data 

processed. 

To enhance processing speed, the computational system employed in this study was optimized 

using Hadoop and Spark-based cloud computing infrastructure. Hadoop was used as a 

distributed storage system, while Spark facilitated parallel data processing capable of handling 

massive data volumes in a shorter time than traditional methods. This cloud computing 

implementation enabled workload distribution across multiple nodes, thus increasing the speed 

and efficiency of data processing. Parallel processing with Spark allowed each batch of big data 

to be processed simultaneously across several computing nodes, reducing the time required to 

process the entire dataset. The study utilized Google Cloud Platform (GCP) as the main 

computational infrastructure, configured with 64 CPU cores and 256 GB of RAM distributed 

across 8 computing nodes. With this configuration, the system was able to process up to 1 TB of 

data in less than 10 minutes, making it highly effective for real-time healthcare applications. 

The final stage is the result of the analysis. This study compared the performance of Random 

Forest (RF), Deep Learning (DL), and traditional statistical methods in processing Big Data for 

healthcare applications. The traditional methods used in this study refer to commonly employed 

statistical approaches, such as linear regression for structured data and basic image processing 

techniques (e.g., thresholding) for unstructured data. These methods were selected as 

benchmarks due to their widespread use in healthcare data analysis before the adoption of 

machine learning and AI-based techniques. For structured data, the linear regression model was 

implemented to evaluate its predictive accuracy and processing time. This method was chosen 

because it represents a standard approach in predictive analytics for numerical datasets, 

including EHR data. For unstructured data, basic image processing techniques were applied to 

perform classification tasks. These techniques included pixel intensity thresholding and edge 

detection, commonly used in medical imaging before the advent of machine learning. While 

these traditional methods are straightforward and computationally inexpensive, they lack the 

sophistication to capture complex patterns or relationships within the data, making them 

suboptimal for handling the scale and diversity of Big Data in healthcare. The framework for 

this study is illustrated in Figure 1.  
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Figure 1. Research Framework 

IV. RESULTS 

This study yielded several key findings regarding Big Data processing speeds using RF and DL 

algorithms within a Spark-based cloud computing system. The performance testing results for 

big data processing in a healthcare context demonstrated significant improvements in speed and 

accuracy compared to traditional methods. During the testing phase, the RF and DL algorithms 

were evaluated across various performance metrics, including MSE, R², processing time, and 

accuracy for both structured and unstructured data. 

A. Testing Results on Structured Data 

For structured datasets, such as numerical data from EHR, the RF algorithm exhibited better 

performance compared to traditional methods in terms of processing speed. Table 1 below 

presents the test results using MSE and R² metrics. 

Table 1. Performance Testing Results on Structured Data (EHR) 

Model MSE R² 
Processing Time 

(Seconds) 

Random Forest 0.045 0.96 300 
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Deep Learning 0.048 0.95 450 

Traditional Methods 0.120 0.85 600 

From Table 1, a t-test was performed to assess the statistical significance of the differences in 

processing times between the RF and traditional methods. The results showed that RF 

significantly outperformed traditional methods in terms of processing time (t = -8.24, p < 0.01), 

confirming the efficiency of RF for structured data. RF achieved a lower MSE (0.045) and a 

higher R² value (0.96) compared to DL (MSE = 0.048, R² = 0.95) and traditional methods (MSE 

= 0.120, R² = 0.85). Additionally, the processing time for RF was shorter (300 seconds) than 

that of the other models. 

B. Testing Results on Unstructured Data 

For unstructured data, such as medical images, the DL model showed superior performance in 

terms of accuracy and image segmentation speed. Table 2 presents the test results for image data 

using accuracy and AUC metrics. 

Table 2. Performance Testing Results on Medical Imaging Data 

Model Accuracy AUC 
Processing Time 

(Seconds) 

Random Forest 88% 0.89 500 

Deep Learning 94% 0.96 400 

Traditional Methods 75% 0.80 700 

Based on Table 2, a t-test was conducted to compare processing times between DL and 

traditional methods for unstructured data. The DL model demonstrated a statistically significant 

reduction in processing time compared to traditional methods (t = -6.47, p < 0.01), indicating its 

efficiency in handling large-scale image datasets. The traditional methods in this case involve 

basic image processing techniques, such as thresholding and edge detection. These methods 

achieved the lowest accuracy (75%) and AUC (0.80) due to their inability to account for the 

intricate features in medical images. Additionally, their processing times were significantly 

higher than those of DL and RF, reflecting their inefficiency in handling large-scale image 

datasets. Figure 1 below illustrates a comparison of processing times among the various models 

tested for structured and unstructured data, highlighting the efficiency of these models in 

processing big data. 
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Figure 12. Comparison of Processing Time Between Models (in seconds) 

The graph demonstrates that both RF and DL algorithms are substantially more efficient in 

processing time compared to traditional methods. Specifically, for unstructured data, DL 

showed faster processing times than the other models. 

V. DISCUSSION 

The test results demonstrate that integrating Big Data and AI, specifically using RF and DL 

algorithms, can enhance data processing speed and accuracy in healthcare systems. For 

structured data, RF outperformed DL in terms of time efficiency, yielding a lower MSE and a 

higher R² value. This finding aligns with previous research indicating that RF is effective in 

handling structured data and provides reliable numerical predictions (Li et al., 2022). However, 

for unstructured data such as medical images, DL proved superior in terms of accuracy and 

AUC. This advantage is attributed to the architecture of CNN, which is better suited to handling 

image data due to its ability to capture the local and complex features within medical images 

(Singh et al., 2023). These findings are consistent with research by (Himeur et al., 2023), which 

suggests that DL is the best approach for medical image analysis due to its high accuracy. 

In addition to improvements in accuracy and speed, this study also shows that leveraging Spark-

based cloud computing allows for more effective workload distribution, significantly reducing 

processing time. This supports previous research highlighting the significant benefits of parallel 

processing in Big Data contexts (Ma et al., 2023). Spark has proven highly efficient in big data 

processing, especially within distributed computing environments. The study also indicates an 

increase in efficiency in Big Data-based healthcare systems. By applying this approach, 

hospitals can process patient data more quickly, enabling faster diagnosis and more personalized 
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care. For instance, using DL for medical image analysis allows for disease detection within 

seconds, allowing physicians to take prompt action. 

However, this study has certain limitations. One major limitation is the need for advanced 

computing infrastructure and the high costs associated with implementing this technology 

across all hospitals. Additionally, another challenge is ensuring patient data privacy in cloud-

based systems. Although this study enhances data security through encryption techniques, the 

risk of data breaches must continue to be anticipated (Rehman et al., 2022). This research makes 

a substantial contribution by demonstrating that the integration of Big Data and AI can 

significantly improve efficiency and accuracy in healthcare systems. These findings are 

expected to serve as a foundation for further development in health technology and as a guide 

for hospitals and other healthcare facilities in adopting this technology in their operations. 

VI. CONCLUSION AND RECOMMENDATION 

A. Conclusion 

This study demonstrates that integrating Big Data and AI technologies can significantly enhance 

the speed of big data processing, particularly within healthcare applications. The RF algorithm 

proved more efficient in handling structured data from EHR, achieving lower MSE and higher 

R² values compared to traditional methods. Meanwhile, the DL algorithm exhibited superior 

performance with unstructured data, such as medical images, by achieving higher accuracy and 

AUC scores. The use of Spark-based cloud computing has been shown to significantly improve 

processing speed through efficient workload distribution. This distributed computing 

technology allows large-scale data processing to be completed in less time while maintaining 

the accuracy of analytical results. The study also confirms that faster processing not only 

improves operational efficiency in hospitals but also supports enhanced healthcare 

personalization through real-time data analysis. However, this study acknowledges several 

limitations, especially regarding high infrastructure costs and data privacy risks associated with 

cloud computing. Nonetheless, the primary contribution of this research is the development of a 

computing framework capable of processing Big Data quickly and efficiently, which can be 

implemented across various healthcare systems. 

B. Recommendation 

Based on the findings of this study, several recommendations are proposed for further research 

and the development of Big Data and AI-based healthcare systems. First, in-depth studies are 

needed to optimize AI algorithms to address challenges in unstructured data, particularly 

concerning processing speed and accuracy. More complex DL models, such as Recurrent Neural 
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Networks (RNN), could be explored for sequential data analysis, such as the vital signs 

generated by wearable devices. Additionally, future research should further investigate the use 

of Edge Computing technology in healthcare systems to reduce reliance on cloud computing 

and mitigate data privacy risks. Edge computing enables data to be processed closer to its 

source, thereby reducing latency and enhancing patient data security. 

This study also recommends implementing more interactive AI-based healthcare systems in 

which algorithms continuously learn and adapt to changes in patient's health patterns. The use of 

reinforcement learning in medical decision-making presents a promising area for further 

research, especially in the context of real-time, responsive healthcare. Furthermore, for broader 

adoption, more cost-effective system development is necessary. Utilizing high-efficiency, low-

cost hardware, such as Field Programmable Gate Arrays (FPGA), could accelerate data 

processing while reducing infrastructure costs. The study also suggests integrating healthcare 

systems with larger health platforms, such as national data management systems, to improve 

data accessibility and interoperability across healthcare institutions. 
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